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Abstract—Frequency jamming is known as an efficient attack
tool to disrupt wireless communication. This efficiency can also be
exploited for the benefit of a network – an idea often referred to
as friendly jamming. A prominent application case is the blocking
of unauthenticated or malicious communication such as injection
attacks. In this work we propose access points as a natural
place to implement friendly jamming functionality. We analyze
this proposal using simulations, introduce an implementation on
customer-grade access points, and report measurement results
from the first real-world study of friendly jamming in an IEEE
802.11 campus network. We discover a fundamental trade-off
between the effectiveness of friendly jamming and the orthogonal
aspect of having minimal side-effects to the campus network’s
traffic. In particular, we observed what we call the power
amplification phenomenon. This effect aggravates the known
hidden station problem when the number of jammers increases.
We also find evidence that collaboration between jammers can
enable friendly jamming that is both effective and minimally
invasive.

Index Terms—friendly jamming, jamming for good, defensive
jamming, reactive jamming, IEEE 802.11, Wi-Fi, WLAN

I. INTRODUCTION

Radio frequency jamming induces intentional interference
that disrupts wireless communications on the physical layer.
Therefore, jamming is hard to mitigate and commonly under-
stood as a severe threat to wireless networks [21], [25], [26],
[30], [44]. Unconventionally, jamming can also be used for the
benefit of wireless communications. Two general application
scenarios are usually promoted in the literature: (1) jamming
as an intentional interference to prevent unauthenticated data
from reaching the legitimate but resource-limited devices [5],
[11], [16], [23], [24], [35], [42], and (2) jamming as a method
to prevent eavesdropping on user communication by increasing
the noise floor towards attacker [15], [17], [34], [39].

This work focuses on the following application scenario.
An attacker seeks to send malicious messages (attack frames)
to resource-constrained stations (victims). The victims are
embedded devices such as sensor networks [23], [24], [42],
implanted medical devices [11], or home automation and wear-
able gadgets [5], [16]. The victims cannot use sophisticated
attack detection because they are running on battery [16],
[23], [24], [42], or because updating them is unfeasible [11].
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Figure 1. The friendly jamming scenario. The friendly jammer interferes with
malicious communication of an attacker before it reaches the victim, while
concurrent background traffic of legitimate users continues unaffected.

To protect such embedded devices, previous work has envi-
sioned an external device called friendly jammer. Unlike the
victim stations, the friendly jammer is able to detect attack
frames, e.g., by real-time packet inspection [42], proximity
information [16], or the absence of pre-shared tokens [11].
When detecting an attack frame, the friendly jammer emits
physical-layer interference so that the victims cannot decode
the attack frame and therefore discard it.

Friendly jamming promises to be a simple and effective
protection mechanism for resource-constrained wireless de-
vices. However, several challenges related to the physical-
layer interference remain open. First, friendly jamming needs
to be effective in a dynamic environment with multipath
effects, attenuation, and fast channel fading. These effects can
lead to undetected attack frames or insufficient interference
with an attack frame. While prior work acknowledges these
problems, the question remains how frequently this happens
in a realistic environment. Second, friendly jamming also
needs to be minimally invasive, i.e., only attack frames should
be blocked, whereas the impact on legitimate transmissions
should be minimized (see Fig. 1). Unfortunately, we are not
aware of prior works that quantify the invasiveness of friendly
jamming. Third, friendly jamming needs to be pervasive:
friendly jamming should be available at low cost and for the
most common communication protocol such as Wi-Fi (IEEE
802.11). Unfortunately, the technical challenges of friendly
jamming meant that previous prototypes were based on pow-
erful (and costly) specialized hardware platforms [5], [11],
[42], [43] and do not support Wi-Fi (cf. Section II). In this
work, as a part of real-world evaluation we implement friendly
jamming on off-the-shelf Wi-Fi access points. This approach
solves the pervasiveness challenge, but entails new challenges
for the effectiveness of friendly jamming. We analyze these
challenges using both simulations and measurements with a
realistic prototype based on the popular WRT54G access point.
Specifically, we performed a friendly jamming experiment in
a university IEEE 802.11g Wi-Fi network for three weeks:
we measured both the effectiveness against the attacker and
the invasiveness to the legitimate users of the network. We
summarize our insights as follows:
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• our analysis reveals that the WRT54G’s jamming effective-
ness depends not only on the power but also the symbol
alignment of the jamming signal (with regard to the attack
frame). The symbol alignment cannot be controlled by the
friendly jammer so that multiple friendly jammers need to
cooperate to increase their chance of the right alignment.

• our experimental evaluation shows that friendly jamming
within a legitimate network is feasible. However, friendly
jamming can increase legitimate station’s packet loss due
to a new type of hidden station problem, which has not
been observed before and which we call power amplification
effect. The packet loss of some stations doubled for seven
jammers;

• jammers can collaborate to alleviate the power amplification
effect. Our collaboration schemes can improve the packet loss
by 20-30%, without compromising jamming effectiveness;

• we reproduce the previous insights with a different hardware
setup. Friendly jamming is also effective for modern IEEE
802.11n networks in which the attacker can use antenna
diversity, multiple spatial streams, and both the 2.4 and 5
GHz frequency band.
We discuss related work in Section II and jamming on

access points (APs) in Section III; our analysis and simulation
results are presented in Section IV and Section V describes
our implementation. We present results from our measurement
study for IEEE 802.11g and 11n in Sections VI and VII
respectively. We conclude in Section VIII.

II. RELATED WORK

We review in this Section the main application cases of
jamming in wireless networks, and we also discuss related
works on jamming mitigation and general interference studies.

Blocking Harmful Communication. Table I gives an
overview of prior works that use jammers to block attack
frames similar to our friendly jamming scenario. With the
exception of the works [24] (which does not evaluate reactive
jamming) and [16] (which uses analysis and simulations), all
of these works use the USRP2 software defined radio platform
(e.g., [5], [11], [42], [43]) and do not target customer-grade
APs. To the best of our knowledge, our system is the first
to implement friendly jamming for IEEE 802.11 and on an
AP. Most of the prior works used the IEEE 802.15.4 or
industrial 400 MHz communication standard which have lower
throughput and for which slower reaction times are sufficient
(cf. Section III). We also remark that unlike the USRP2 the
WRT54G AP used in our work is likely to comply with legal
regulations1.

The performance metric considered in these works is the
fraction of jammed attack frames (hit ratio): [24] report a
median of 97%; [42], [43] report 97.6% for one jammer and
99.9 for two concurrent jammers; [5] report 98.9 − 100%.
All these experiments took place in a static setting (e.g., no
other network, no moving people); we are not aware of a work
that evaluates friendly jamming in a dynamic environment
over several days as done in Section VI. The hit ratios in

1Our prototype uses FCC-certified hardware with short low-power jamming
signals that comply with limitations on maximum power and duty cycle [8].

our experiments are significantly lower (e.g., 80 − 90% for
two jammers) and we additionally consider the distribution
of jammed (and not jammed) attack frames on shorter time
scales.

Jamming for Confidentiality. In the second application
case the jammer’s interference ensures that an eavesdropper
cannot decode network messages [15], [17], [20], [34], [39],
[46]. The real-world feasibility of jamming for confidentiality
has recently been thoroughly evaluated in [37].

Jammer placement schemes are considered in [17], [32].
The setting of [17] differs from ours in that the jammers
continuously emit a jam signal and thus there cannot be any
coexisting networks. However, one of the goals mentioned [32]
is to not interfere with any legitimate communication. This
goal is similar to our collaboration schemes, but [32] relies
on a theoretical propagation model and does not report ex-
perimental results. Also, our collaboration schemes address a
different problem and they are based on different assumptions.
Instead of the placement problem, we consider how jammers at
fixed positions can collaborate efficiently. Instead of maximum
interference at the attacker, we seek to maximize interference
at the victim.

Jamming Mitigation. In the military context, jamming is an
established technique to block an enemy’s communication [1],
[28]. Jamming has also been recognized as a threat to civilian
networks [44]. Therefore, many works study ways to mitigate
the effects of jamming [21], [25]–[27], [30], [44]. Many of
the proposals (e.g., frequency hopping and robust modulation
schemes) cannot be exploited by the attacker, as they would
require cooperation of the victim stations. We assume that
the victim stations follow the IEEE 802.11 protocol faithfully.
This leaves the attackers a choice within the a set of allowed
modulation and coding schemes (MCS). We evaluate the effect
of this choice by considering all MCS configurations in our
experiments.

Interference and Collisions in 802.11. Our analysis on
jamming success in Section IV is related to the studies of
packet error probabilities in face of non-intentional interfer-
ence in IEEE 802.11 networks. These studies are motivated by
the capture effect, which describes the successful reception of
the stronger of two simultaneous transmissions [18]. Although
intentional interference motivates a different perspective, the
corresponding analysis often tries to answer the same ques-
tions. In particular, while initial capture models only consid-
ered the role of relative timing on the frame level and the
received power [18], [19], [40], more recent models report

Table I
RELATED WORK ON BLOCKING HARMFUL COMMUNICATION.

System Technology and Evaluation
Jamming for
good [24]

IEEE 802.15.4 sensor nodes, without reac-
tive jamming

WiFire [42] IEEE 802.15.4 USRP2, experiments with 2
friendly jammers

IMD shield [11] 400 MHz USRP2, experiments with 1
friendly jammer

Defend your
home [5]

433 MHz USRP2, experiments with 1
friendly jammer

Considerate Jam-
ming [16]

analysis and simulation
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Figure 2. Reactive jamming happens in four phases: 1) the jammer detects
the attack frame (using the IEEE 802.11 training sequence), 2) analyzes the
signal (to decide whether or not to jam), 3) incurs a reaction delay (due to
switching from receiving to sending), and 4) emits the jamming frame. The
interference is successful, if the superimposed signal’s power Pjammed is
significantly higher than Pattack .

observations that agree with our analysis: frame level temporal
displacement and power ratio between interfering signals are
insufficient predictors of interference probabilities. Our simu-
lations in Section IV are most similar to [7], [10], [29], [33],
[41], which consider the effect of interference for different
time and phase offset of the sender and receiver. However,
these works only consider the temporal displacement at the
frame preamble level [33]; focus on different technologies
(IEEE 802.15.4) [41]; analyze the effects of jamming at the bit
level when neither spreading or other explicit error detection
and correction techniques are in use [29]; and consider only
the relative time offset ignoring the relative power of the
interfering signals [10].

What makes our analysis different from previous works
is that we focus on IEEE 802.11 modulations and encoding
schemes, we consider a scenario in which the receiver is
already synchronized with the attack frame when the inten-
tional interference starts and we take into account both the
power ratio and the temporal displacement between interfering
signals.

III. FRIENDLY JAMMING ON ACCESS POINTS

This section introduces our attacker model and highlights
three fundamental challenges of friendly jamming which lead
to our proposal of implementing friendly jamming on APs.

A. Attacker Model
The attacker seeks to send attack frames to victim sta-

tions, which are part of the wireless network. Victim stations
faithfully follow the IEEE 802.11 protocol (uncompromised
user stations), but do not implement any security functionality.
Friendly jammers seek to stop each attack frame but emitting
physical layer interference. Both the attacker and the friendly
jammer are assumed to use standard hardware, which are
power constrained to similar values. The attacker uses either an
omnidirectional antenna (Section VI) or two omnidirectional
antennas (Section VII).

B. System Challenges of Friendly Jamming
The Reactive Jamming Challenge. There are several jam-

ming techniques that can block attack frames at the physical
layer, e.g., continuously or randomly emitting a high power
signal [26], [45]. However, reactive jamming is the most
power-efficient technique and also the only one that can
achieve minimal invasiveness: in reactive jamming, in fact,
the interfering signal is selectively emitted only when another
specific signal is detected on the channel.

Reactive jamming starts with the task of channel sens-
ing in order to detect an attack frame (a signal in IEEE
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Figure 3. The power amplification effect. (a) A legitimate user transmission is
interference-free from the attacker’s injections. (b) If a friendly jammer blocks
the attack, it may accidentally interfere with the legitimate transmissions.

802.11 terminology). The attack frame’s detection and fur-
ther decoding can only be achieved by jammers which are
well positioned with regard to the arriving signal (to be
specific: the attack signal arrives with high signal-to-noise-
ratio (SNR)). This position is thus an important factor for
jamming success. After having detected the signal, the jammer
starts the decoding and analysis in order to make a jam-
ming decision (cf. Fig. 2a). The jammer needs to distinguish
between attack frames and legitimate frames. While the hit
ratio (# jammed frames /# sent frames) needs to be
maximized, the impact of jamming on legitimate frames shall
remain small. This trade-off is further constrained by the
fact that the decision has to be taken very fast. We recall
these timing constraints by considering a frame comprising
a medium-sized 100 Bytes UDP packet. If this frame is
transmitted at the fastest 802.11g Modulation and Coding
Scheme (MCS), its duration is only 48µs. If we further assume
that the jamming decision depends on bits in the MAC header
(e.g., the sender’s MAC address), the remaining part of the
frame is another 24µs shorter. In the remaining time, the
jammer’s decision code has to be executed, and the hardware
needs to switch from receive to transmission mode to emit the
jamming signal. For faster communication standards like IEEE
802.11n the timing constraints become even more stringent.
Once the signal is emitted, successful jamming depends on
the attack frame’s MCS and the jamming signal’s power (cf.
Section IV). While higher power drives high jamming success,
this factor is subject to legal regulations and increases the
detrimental impact on legitimate traffic.

The Minimal-Invasiveness Challenge. Although reactive
jamming is key to achieving minimal invasiveness, there are
still side effects that can introduce interference to legitimate
transmissions. We call the major such side effect the power
amplification phenomenon.

Power amplification happens when friendly jammers signif-
icantly increase the interference radius of an attack transmis-
sion. This can be seen by considering a scenario in which a
legitimate sender is located far away from the attack sender
and transmissions of the two senders would be free of interfer-
ence. Assume a jammer is in transmission (jamming) range of
both senders: if the legitimate sender starts a transmission, the
attack source could possibly start a concurrent transmission
as well. Without jammers, both transmissions may proceed
without problems (Fig. 3a); once the jammer interferes with
the attack transmission, however, it also creates interference
with the legitimate transmission (Fig. 3b). This interference
can cause failure of the legitimate transmission. While in
outdoor testbeds such constellations might be rare, we find
that they happen more often in an indoor office environment.

Note that power amplification is different from the known
hidden station problem. In hidden station problems, frames
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Figure 4. (a) Phase transition diagram for a real IEEE 802.11 frame (Broadcom). (b) The corresponding amplitudes are not constant over time but peak in
the middle of a chip. The dashed line shows the amplitude of frame which is shifted by 1/2 a chip (Broadcom). (c) Amplitudes for an Atheros card.

collide at a common receiver of two senders which cannot see
each other. However, in the power amplification scenario in
Fig. 3b the effect is due to the reactive jamming technique:
both transmissions would proceed without problems, if the
jammers were turned off and if the jammers were continuously
jamming.

The Pervasiveness Challenge. Serving all users in a wire-
less network entails several sub-challenges. Firstly, friendly
jamming needs to be available for those communication stan-
dards that are widely in use, such as Wi-Fi. Secondly, wireless
communication underlies legal restrictions2. Such restrictions
often define a maximum duty cycle (the fraction of one second
a transmitter is active) that is commonly limited to small
values and the maximum mean equivalent isotropic radiated
power has to be less than a limit (e.g., 20 dBm for 2.4
GHz band in Europe [8]). In order to make the move from
specialized use cases (e.g., military scenarios [1], [28]) to
pervasive availability, friendly jamming needs to satisfy and
work within these constraints.

Finally, friendly jamming needs good scalability to achieve
coverage for every user in the network. This can only be
achieved when a considerable number of well-positioned
friendly jammers work together; in fact, a previous work even
envisioned all network nodes to have friendly jamming func-
tionality [24]. In any case this assumes that friendly jamming is
made easily available, and at low cost. While previous reactive
jamming and friendly jamming implementations exploited the
power of software-defined radios (SDR) (e.g., [2], [5], [42],
[43]), scalability and low cost suggest to use customer-grade
components. This is a great challenge as such components are
typically underpowered which makes it hard to meet the timing
constraints imposed by reactive jamming (which already pose
a challenge for powerful software-defined platforms [2]). For
customer-grade equipment, solutions to the underlying engi-
neering challenges, such as reactive jamming, have begun to
emerge only recently [3], [38].

C. Bringing Friendly Jamming To IEEE 802.11 Access Points

Our principal idea is to implement friendly jamming by
modifying the software running on customer-grade APs. This
has several advantages. Firstly, customer APs are optimized
for the specific tasks (e.g., signal processing) necessary for
Wi-Fi compatibility. They already implement current Wi-Fi
features and can be expected to be kept up to date with future
standards. Secondly, customer-grade APs are certified to be
fully compliant with legal regulations. If we only modify
the software, we are sure to encounter realistic hardware

2In particular, jamming is a sensitive topic for many country’s legal
regulators. For example, in the US the operation, marketing, or selling
of continuous jammers such as GPS jammers, or cell phone blockers is
prohibited [9].

constraints. Thirdly and most importantly, APs are a natural
deployment choice. Conceptually, APs should be the ones
controlling a network’s smooth operation and have much of
the necessary network state information readily available. APs
are also deployed in good positions to ensure coverage of all
users in the network.

Modifying only the software of APs to implement friendly
jamming functionality also poses several challenges. First,
because of the real-time requirements of reactive jamming and
delays in non-real-time architectures (e.g., bus delays), friendly
jamming has to be implemented directly on the network
interface card (NIC). This requires the ability to modify the
firmware running on the NIC and detailed knowledge about
the underlying hardware (chipset). Two critical changes to the
firmware have to be made: the firmware needs to analyze a
frame while still receiving it and it needs to be able to abort the
current reception, switch to transmission mode, and emit the
jam frame. As this behavior explicitly violates the IEEE 802.11
collision avoidance scheme, one needs to be able to work
around such constraints. Additionally, to work as a friendly
jammer, the system must support dynamic reconfiguration of
the attack signatures.

Another part of the challenge is that APs are optimized for
low cost: the WRT54GL AP – our choice – costs about 30-50
USD (5/2015 on ebay.com) and features a 200 MHz CPU and
16 MB of memory.

Finally, a major implication of the software only approach
is that the jamming signal has to be a valid IEEE 802.11
frame: the encoding and modulation pipeline of Wi-Fi APs
are hardwired and cannot be changed with a software update.
It is not obvious that such a jamming signal can be used to
interfere and thus block attack frames sent using the same
technology.

IV. ANALYSIS OF FRIENDLY JAMMING ON APS

Jamming can be unsuccessful for many reasons, e.g., the
friendly jammer might miss or react too late to a target frame,
or the jamming signal might not be powerful enough. This
section focuses on the last case that is particularly challenging
for friendly jamming on APs as they are power-constrained
by legal regulations. In particular, we are interested in un-
derstanding how jamming success is affected by power ratio
and temporal displacement between interfering signals. In the
following, we consider DSSS and OFDM separately, and focus
on the respective slowest data rates (1 Mb/s and 6 Mb/s)
which are known to be the most resilient to interference.
Also, in order to obtain realistic numbers, we ran trace-driven
simulations by feeding IEEE 802.11 software receivers with
the actual I/Q samples that we captured from real signals.

To the best of our knowledge, this is the first analysis of
the relative power requirements for successful jamming as a
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Figure 5. The lowest gain (PJam/Patt cf. Fig. 2b) at which jamming success
is possible has a periodic dependency on the chip alignment. (a) Trace-driven
simulation results show that alignments which are a multiple of the chip
length (≈ .09[µs]) are particularly robust against jamming (i.e., need a high
jamming gain). (b) The Fourier transform of the simulation data clearly shows
the component of the periodic dependency.

function of chip or symbol alignment for IEEE 802.11abgn

A. Analysis of DSSS
We start by describing the key encoding steps defined by

IEEE 802.11 [14] for the DSSS-PHY. This section assumes
some prior knowledge about DSSS, which can be found
in [28].

Encoding DSSS. First, bits are pre-processed to have a
balanced number of 0s and 1s (called scrambling). Second,
every bit is expanded to eleven chips with redundant infor-
mation (called spreading gain, it also boosts the bandwidth of
the transmitted signal to fit in the typical 20MHz spectrum
considered by the standard). Third, each chip is modulated
with Differential Binary Phase-Shift Keying (DBPSK), which
changes the phase by π for a 1 and leaves the phase unchanged
for a 0. Fig. 4a shows the resulting phase transitions for a
real IEEE 802.11 frame. The chip boundaries are marked
with vertical lines. We observe that although DBPSK’s phase
changes are instantaneous in theory, they happen gradually in
the real world due to hardware limitations. Figs. 4- 8 (except
Fig. 6) are based on traces of customer-grade IEEE 802.11
hardware captured with a real-time spectrum analyzer (Tek-
tronix RSA3408). These traces have a resolution of four
samples per chip (sampled with 12 bit at 44MS/s).

Decoding DSSS. In order to recover the original chip and
decode the frame, the receiver seeks to obtain the correct phase
change: to this end it relies on the values of the phase occurring
in the middle of each chip, i.e., on the “plateau” between two
chip boundaries. We mark the ideal sampling time with arrows
in Fig. 4. After sampling, the receiver assigns the chip values
according to the phase variation, a phase change indicates a
1, no phase change indicates a 0. The receiver decides the
sampling timing at the beginning of a frame, when decoding
the preamble: it then keeps the same timing for decoding the
rest of the frame.

Chip Alignment and Jamming. In DBPSK, the amplitude
does not carry any information and it could therefore be
expected to be constant over time. Nevertheless, our measure-
ments show that the amplitude of real IEEE 802.11 frames
change over time; Fig. 4 shows two examples for the popular
Broadcom chipset in the WRT54G AP (4b) and for an Atheros
chipset (4c). All the plots in Fig. 4 uses the same time scale
and chip boundaries: this shows that the amplitude peaks in
the middle of a chip, i.e., at the ideal sampling point of the
phase transitions. The observation of this amplitude peak is
significant to understand the probability of jamming success.

Friendly jamming uses a reactive jamming approach (cf.
Section III). Therefore, when the interference of the friendly
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Figure 6. Repetition of the experiment in Fig. 5 but with synthetic trace
data. (a) Periodic behavior of jamming success as a function of the chip
alignment occurs more pronounced but very similar. (b) Corresponding Fourier
transform.

jammer starts, the receiver has already processed the preamble
of the attack frame and fixed the sampling timing. As men-
tioned before, the receiver will keep the sampling timing to
decode the signal, which consists of the superposition of the
jamming and attack frame. A higher amplitude of the jamming
signal occurring where the receiver is measuring the phase
transition implies a higher chance that the receiver makes a
wrong phase decision, which would lead to a wrong chip inter-
pretation. Several such wrong chip interpretations are required
to happen consecutively for successful jamming because of
the eleven-fold redundancy of DSSS (spreading gain) [10].
For friendly jammers based on customer-grade IEEE 802.11
hardware, the jamming signals are valid IEEE 802.11 frames
with a high amplitude in the middle of each jamming chip
(and a low amplitude at the chip boundaries). If the interfering
signals are aligned at the chip level, their amplitudes peak
in the same points, exactly at that point when the receiver
samples the phase of the attack frame. Therefore, the case
of exact chip alignment yields the most effective jamming.
On the contrary, when the two frames are off by 1/2 of a
chip, jamming has the least success probability (dashed line
in Fig. 4b).

Chip Alignment is Random. Our measurement analysis
of IEEE 802.11 I/Q traces indicates that consecutive frames
transmitted by a specific node display a random alignment at
the chip level. There are three independent reasons for this
observation. First, the IEEE 802.11 standard [14] allows a
25 ppm tolerance of the chip clock frequency to avoid the
circuitry for compensating temperature variations: as the clock
skew differs between any two devices, the attacker and the
friendly jammer will see a drifting chip alignment over time
even if they start with a perfect alignment. Second, because
of the reactive jamming technique jammers need to switch
from listen mode to transmit mode: this switch depends on
the device states and therefore adds a random delay. Third,
the propagation delay depends on the (uncorrelated) positions
of the attacker and jammer and changes over time in a dynamic
environment.

Trace-based Simulation Results. We have implemented a
software receiver running on I/Q samples of real IEEE 802.11
data frames. Our receiver implements the DSSS decoding
steps and actually outperforms various hardware receivers, i.e.,
our software receiver can decode frames for which respective
hardware receivers have not sent an acknowledgment. To
simulate jamming, we superimpose a jamming IEEE 802.11
1Mb/s frame at different chip alignments. We increase the
peak power of the jamming frame until the attack frame cannot
be decoded anymore.

This gives us the lowest gain in the jamming peak power
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Figure 7. (a) Symbol alignments of jam signals. (b) Minimum power peak gain for successful jamming w/ and w/o FEC for synthetic traces and no channel
fading. (c) Two cases of minimum power peak gain for successful jamming with real traces.

with respect to the attacker signal peak power at which
jamming is successful (in the following 0dB denotes peak
powers are the same). We repeat this experiment for 27
frames and show the results in Fig. 5a which reports, for
every alignment, the average gains (together with minimum
and maximum) required for successful jamming. The figure
shows a strong periodic dependency of the required jamming
gain on the chip alignment. As predicted, this chip alignment
corresponds to 1/2 of the length of a DSSS chip (≈ .09[µs]).
A Fourier transform visualizes this dependency in Fig. 5b.

All simulations results reported so far were based on traces
collected with a real-time spectrum analyzer. To verify that the
chip alignment dependency is due to the non constant chip
amplitudes (cf. Fig. 4b), we have implemented a synthetic
trace generator. This trace generator encodes DSSS frames
with the same payload as the traces considered so far. We
found that the effect of the chip alignment happens only when
the signal amplitude peaks in the middle of a chip as observed
in the real traces. We reproduce an ideal version of the peaking
amplitude behavior and show the results in Fig. 6. The effect
on the chip alignment is very similar to the results for the
trace-based simulations (yet, more pronounced). In fact, the
Fourier transform analysis shows that the main components
of the synthetic data match the trace-based simulations.

Conclusions for Friendly Jamming. The attacker can gain
an advantage over a single friendly jammer by using the
robust DSSS encoding. Due to the chip alignment effect, this
encoding has a significant chance of not being jammed by the
friendly jammer. This particularly applies to scenarios in which
both attacker and friendly jammer are power constrained to
similar magnitudes (e.g., use customer-grade hardware). This
is the case in our experiments in Section VI.

The most practical solution to this challenge is to deploy
more friendly jammers. Thanks to their independent chip
alignment, additional jammers would make the chance of a
1/2 chip alignment arbitrarily small. We corroborated this
conjecture in additional simulations (not shown).

B. Analysis of OFDM

In contrast to DSSS, OFDM builds the transmitted 20MHz
spectrum by shaping it rather than relying on spreading. To
this end the transmitter sets each of the 52 orthogonal carriers
separately before invoking an Inverse Fast Fourier Transform

(IFFT) and getting a signal symbol in the temporal domain.
Furthermore, to add resiliency to frequency-selective multipath
channels, the transmitter prefixes each symbol with a repetition
of its own end to create a Guard Interval (GI). This section
investigates the alignment effect of this prefix (called Cyclic
Prefix (CP)) based encoding. We call this the jamming symbol
alignment, in analogy to the chip alignment of DSSS. This
section assumes prior knowledge about OFDM, which can be
found in [6].

Encoding OFDM. The encoding process defined for the
ERP-OFDM-PHY starts by dividing the frame into fixed
size blocks. Each block is then enriched with forward error
correction (FEC) information and the resulting data is dis-
tributed over the 52 spectrum carriers according to specific
constellations, e.g., {−1,+1} for the basic BPSK scheme for
6Mbit/s. After padding the 52 coefficients with zeros, the
encoder runs the IFFT and obtains 64 complex values that it
finally prefixes with a CP of 16 samples. For more detailed
explanations (e.g., different datarates), we refer to chapter 18
of [14]. The resulting 80 temporal I/Q samples transmitted at
20MS/sec lead to a symbol duration of 4µs.

Decoding OFDM. Key for a successful reception of a frame
is the recovery of the original spectrum associated to each
symbol. To this end the receiver starts by capturing from
each symbol a window of 64 I/Q samples. Fig. 7a shows
two examples of such windows. Thanks to the CP, any two
windows are equivalent as each one is the cyclic shift of the
other: after applying the FFT they differ only for a phase factor
that is linear in frequency. The receiver can hence eliminate
this factor by knowing the symbol boundary timing, which
is learned during the processing of the PCLP preamble [22].
The reception of the physical header allows also to correct the
Carrier Frequency Offset [36], and to estimate the channel
response: the latter is necessary to equalize the recovered
spectrum and mitigate the non-flat channel fading before
deciding which value from the corresponding constellation,
e.g., {−1,+1}, was carried by every carrier. Finally, FEC
information is used to decode the original data associated to
each symbol before putting all pieces together in the recovered
frame.

Symbol alignment and jamming As shown in Fig. 7a,
the interaction between the attacker and the jamming frames
changes according to their symbol alignment. Specifically, this
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Figure 8. Hit ratio for (a) different attack frame MCSs and for (b) a 1 Mb/s
DSSS vs. a 6 Mb/s OFDM jam frame.

gives rise to one of either two cases depending on how many
jamming symbols fit in the decoding window when processing
the attack’s preamble. First, when the decoding window covers
a single jamming symbol (Jamming frame Jam1 in Fig. 7a),
then the result of the FFT operation on the two overlapping
symbols leads to the sum of the corresponding spectra. Assum-
ing a perfectly flat channel and equal constellations {−1,+1},
at the output of this phase we have 52 values that are the sum
of constellation symbols: the constellation of the jamming is
however rotated of the relative delay. If the intensity of the
jamming signal is below that of the attack frame, then perfect
decoding of the latter is still possible, independently of the
rotation. Otherwise jamming might induce decoding errors.
Second, two consecutive jamming symbols can also partially
fit inside each decoding window (Jamming frame Jam2 in
Fig. 7a). In this case, after the FFT operation the spectrum
of the attack frame is corrupted with coefficients that do not
belong to any constellation. The FFT applied to a window of
samples containing the tail and the head of two consecutive
jamming symbols lead to random data, not shaped according
to any constellation. Then, some of the 52 values will not
be decodable even if the intensity of the jamming signal
is lower. Decoding issues will increase with more complex
constellations and in the presence of non flat-fading channel:
in this case the equalization restores the attacker carriers inside
their relative constellation while it further damages those of
the jamming signal increasing the probability of non correct
decoding.

Simulation results. We start by considering synthetic traces
that we generate and decode using the gr-ieee802-11 frame-
work [4]. We simulate jamming by adding to a synthetic attack
frame I/Q samples belonging to another (jamming) frame.
Fig. 7b shows, for increasing symbol alignment (multiple of
4µs means perfect alignment), the gain in the peak power of
the jamming signal with respect to peak power of the attacker
that is required for successful jamming. In the top graph we
disable FEC to better show the effect of the alignment and
the periodicity over 10 symbols: there are regions long as
the cyclic prefix which require high gain (0dB) separated
by regions requiring less, due to the interaction of multiple
jamming symbols inside the attacker decoding window. When
FEC is enabled the periodicity is no more evident: anyways,
the spectral analysis in both cases reveals a strong component
centered at f = 250KHz that correspond to the 4µs peri-
odicity together with its harmonics. We also gather from the
Fig. that FEC introduces better resiliency towards jamming in
the longer regions: the required gain for successful jamming
increases and is almost flat with the delay (very close to 0dB).

We then repeat the same analysis with I/Q traces of real
signals transmitted by Broadcom devices and captured with an
USRP-N210: before using the traces we normalize all signals

to the same energy. We simulate jamming by adding to an
attack frame transmitted by one device a jamming signals
transmitted by another one: we use data from different devices
on purpose to avoid artifacts due to the same transmission
clock. To attempt decoding we still use gr-ieee802-11. We
report in Fig. 7c the gain required for successful jamming
with two different jam signals (differently than with DSSS we
cannot meaningfully report here the average plus confidence
interval so we report results separately for set1 and set2):
periodicity is even less evident with real traces. We also
notice that with respect to the simulation of the synthetic
traces with FEC, the minimum gain for successful jamming
diminishes thanks to the effect of the channel equalization
on the jamming samples (almost flat around −2db). Then,
we repeat the spectral analysis by averaging the behavior of
different jamming signals captured for set 1 and set 2: we see
that each jamming set leads to a specific behavior but both
have a strong component at f = 250KHz (we also see a few
harmonics).

Conclusions for Friendly Jamming. When considering
different alignments at the symbol level, our synthetic traces
show the existence of robust OFDM symbol alignments in
theory. Such alignments could mean an advantage for the
attacker similar to the robust chip alignment cases for DSSS.
However, our simulations with real traces show that this effect
is less significant in practice. These observations substanti-
ate the common knowledge that the IEEE 802.11ag OFDM
encodings are less robust against jamming attacks, which is
advantageous for friendly jamming.

We also validated that 6Mb/s is the most jamming-resilient
OFDM encoding: Fig. 8a compares the susceptibility of four
different OFDM data rates between 6Mb/s and 18Mb/s.
Indeed, a jammer gain of −12dB is enough to reach 100%
hit ratio for 18Mb/s but while for 6Mb/s we need to have
similar peak powers (0dB).

As a final simulation experiment, we also consider the ef-
fectiveness of two different jamming signals. Fig. 8b compares
whether jamming a 6Mb/s frame with DSSS frames or with
OFDM frames is more effective. As a fair comparison, we
normalized both jamming signals to the same energy level.
Nevertheless, the 1Mb/s DSSS jamming frame has a slight
energy advantage. We leave the further investigation of this
effect open to further research and fix 1Mb/s jamming signals
for the following measurement studies.

C. Analysis of Carrier Phase offset

We next study the impact of different carrier phase offsets
(CPO) between the jamming signal and the attack frame. With-
out spreading or other forward error correction, CPO is know
to require an increased power of the attack frame [29]. We find
that this is not the case for the IEEE 802.11 DSSS and OFDM
modulations. Specifically, we again use our software decoder
with a synthetic trace, in which the CPO uniformly takes one
of 32 values in the interval θ ∈ [0, 2π[. We multiply the
jamming signal for the corresponding CPO coefficient exp[jθ]
and again consider different chip and symbol alignments for
DSSS and OFDM, respectively. Fig. 9 shows the power gain
required for successful jamming: the thick lines in the three
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Figure 9. Minimum gain required for jamming synthetic traces successfully. (a) DSSS, (b) OFDM without FEC (attack and jam frame 6Mb/s) and (c) OFDM
with FEC (attack and jam frame 6Mb/s). The jamming power is less impacted by the CPO θ ∈ [0, 2π[ than by the chip or symbol alignment. Also note that
as in Fig. 7, FEC again destroys most of this effect.

Figures corresponds to perfect phase alignment and, in fact,
they are exactly the same gains as shown Figs. 6a and 7b. The
thin lines in Fig. 9 correspond to other values of the CPO. We
find that the CPO does not introduce major changes on the
jamming behavior, i.e., the same periodic fluctuations are still
visible for all the curves. We also calculated the overall change
in the power required for successful jamming by averaging
over the entire time and phase delay offsets. We find that in all
the three considered cases the gain changes are negligible. This
quantitatively confirms that the dynamics involved by complex
modulations using either spreading or frequency multiplexing
do not require explicit control of the phase of the jamming
signal for modifying the information decoded by a receiver.

V. IMPLEMENTATION

The friendly jamming firmware was developed in three
steps. First, a basic prototype for IEEE 802.11g (on the
Broadcom 4138 chipset) showed the idea’s feasibility; second,
we optimized it with extensive lab experiments; and third, we
ported the friendly jamming project to a modern IEEE 802.11n
platform to see how fast future hardware or standard changes
can be incorporated.

Access to the network interface card’s firmware is facil-
itated by the OpenFWWF open source project [12] (also
see [31]). The basic OpenFWWF firmware can receive and
send IEEE 802.11-compliant frames. As outlined in Sec-
tion III-C, significant changes were necessary.

Our first prototype was validated using several micro-
benchmarks, e.g., traces by real-time spectrum analyzers as
in Fig. 2 and open-space experiments (Tbl. II). The sec-
ond step included a variety of optimizations to shorten the
jammer’s reaction time and increase jamming performance:
we implemented a prefetching mechanism that proactively
pulled the jammer’s (re)configuration from the system memory
and stored it in fast-access registers on the NIC. We then
improved the management of the transmission power: we
ran comprehensive tests on corresponding hardware registers
before settling on a final configuration. As motivated by the
results in Section IV, we used 1Mb/s DSSS jamming signals.
As the jamming frame’s length had negligible impact, we
set it to the minimum allowed by the hardware (ten bytes)
that led to a jam signal’s duration of 272µs (192µs for the

Table II
OPEN-SPACE HIT RATIO

dist 1 Jammer 2 Jammers 3 Jammers
5.4m 98.93% (±0.19) 100.0% (±0.00) 99.98% (±0.02)
6.7m 98.57% (±0.85) 99.95% (±0.04) 100.0% (±0.01)
8.1m 77.03% (±12.3) 98.37% (±0.29) 99.43% (±0.14)
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friendly jammers

attacker

monitor

monitor

monitor

Figure 10. Expermental setup: the attacker and 13 jammers use WRT54GL
aps and are located on a university floor of about 40×85m. Traffic is recorded
with ALIX.2D2s on three positions, mclose, mmiddle, and mfar .
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Figure 11. (a) A single jammer’s hit ratio is fully dependent on its position.
(b) Using an increasing number of jammers (0 corresponds to packet loss
without jamming) brings the hit ratio asymptotically close to 100%.

PLCP header, other 80µs for the rest). We also measured
the jammer’s reaction time after matching a target MAC
address: by comparing original and jammed frames’ content,
we verified this delay to be two bytes at 1Mb/s, i.e., 16µs.

The third step involved the porting of the software to a mod-
ern chipset (the Broadcom 43224) that supports IEEE 802.11n
(2x2 MIMO). Because the selected chipset is supported by
different kernel driver and firmware, we developed the required
software from scratch making the new system back-compatible
with the old configuration files3.

This concludes the discussion on the implementations. The
basic IEEE 802.11g implementation (result of the second step)
is used for the experiments in Section VI. The IEEE 802.11n
implementation (result of the third step) is used for the
experiments in Section VII.

VI. RESULTS: IEEE 802.11BG NETWORK

This section describes results from a measurement study
of our friendly jammer implementation in a complex radio
communication environment.

A. Deployment and Measurement Data
We selected a university office floor as a particularly hetero-

geneous and dynamic environment. The observed background
traffic is generated by a dynamic user base of faculty members
and students; it comprises a variety of traffic sources such
as typical back-office activities, research-oriented applications,
and multimedia applications. Besides the university’s main
campus network, there are various smaller APs with many

3Our preliminary friendly jammer implementation is available on http://
www.ing.unibs.it/∼openfwwf/friendlyjammer/.

http://www.ing.unibs.it/~openfwwf/friendlyjammer/
http://www.ing.unibs.it/~openfwwf/friendlyjammer/
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Figure 12. We complement the hit ratio with an additional metric called unpredictability of jamming misses, which is explained in the legend on the left (if
the attacker observed that two (#5,#10) out of twelve attack frames (#0-#11) were not jammed, can it predict its next attack opportunity?) (a) Increasing the
number of jammers from 3 to 7 to 13 thins and spreads out the occurrence of not jammed attack frames. (b) Quantile-quantile plots show good correspondence
with the geometric distribution, which indicates unpredictability for the attacker, for seven jammers but less so for three jammers.

overlapping Basic Service Sets, so that we are able to observe
different network types in parallel.

We deployed one attack traffic source, 13 friendly jammers,
and three monitors on the university floor, see Fig. 10. The
locations of all devices were constrained by availability but
several pre-runs showed the same qualitative outcomes for
various locations. In these pre-runs, we experimented with dif-
ferent attack traffic rates, inter-frame spacing (e.g., SIFS) and
backoff mechanisms. We found that the jamming performance
is unaffected for all configurations tested (e.g., full saturation
of the channel with attack traffic) because the jammers emit
a very brief jamming signal, and go back to listening on the
channel before an attack frame ends (cf. Fig. 2b). However, as
discussed in Section V, the jamming performance is affected
if the packet payload is less than 42 bytes. For the remainder
of this section, we report on results for standard-compliant
inter-frame spacing, a constant attack rate of 500 Kb/s, and
50 bytes packet payload. As channel 6 is the busiest of the
university network, we chose it for studying the jamming
system in order to see the negative impact of friendly jamming.
The attack traffic used a round-robin selection of all IEEE
802.11b/g modulations without retransmissions, so that the
friendly jammer could not lock onto any modulation. This
way the impact of different modulations on the jamming
performance could be fairly judged.

The 13 friendly jammers used the configuration from Sec-
tion V and blocked traffic based on the attacker’s MAC
address. The attack frames are received by three monitors
(mclose, mmiddle, mfar, see Fig. 10). To accurately track sent,
received, and valid-checksum statistics for the attack traffic, we
implemented low-level counters (on the NIC of the monitors)
that were not impacted by the operating system. The traffic
that we captured from legitimate users was recorded as a full
pcap trace and streamed to a central server over dedicated
Ethernet lines. In summary, our setup was carefully crafted to
obtain reliable attack traffic and accurate measurements.

All results in this section come from 24h-experiments over
a three-week-period to observe different conditions on the
wireless channel. Time was divided into short experiments
each of about 150s, where in each experiment a random
number and selection of jammers were activated uniformly
from all possible combinations. In total, this setup generated
13660 experiments with about 350GB of measurement data
comprising almost 370 million target frames and 490 million
legitimate-traffic frames. Throughout this section, we use
97.5% confidence intervals based on the t-distribution.

B. The Jamming Performance

We measure jamming performance via the hit ratio.
Position-Dependence. In open-space testbed experiments

(e.g., [3], [42], [43]) the hit ratio monotonically decreases with
the jammer’s distance from the receiver. In contrast to this,
behavior in our in-door scenario is quite erratic and there are
weak positions even close to a victim receiver (cf. Fig. 11a).
As expected from the analysis in Section IV, the impact of
weak positions is more pronounced for robust MCSs and
small numbers of jammers. For example, the hit ratio when
averaging over random placements of three jammers decreases
by up to 30% for the robust MCS 1Mb/s; however, for seven
jammers this issue mostly disappears (less than 5% difference
between MCSs) as it is more likely that a good position is
included in the active jammer set.

Number of Jammers. An increasing number of jammers
increases the hit ratio due to improving the detection and emit-
ted power of the jammers (Fig. 11b). Note, however, that one
may grossly underestimate the number of jammers necessary
when only considering open-space experiments (compare to
Table of Fig. II). Due to the weak positions described above, a
single jammer’s hit ratio lies between 60−90% (averaged over
all positions). At least three jammers are required to sustain an
average hit ratio above 90%, seven jammers for 99%, and the
hit ratio graph’s slope only flattens out for more than eleven
jammers. This appears to the case across receivers at different
proximities, which yielded distinct packets loss rates without
any jammers (19− 48% at 12− 75m, cf. Fig. 10).

Unpredictability of Jamming Misses. The hit ratio defines
an aggregated view of the jamming performance, which might
hide short-term glitches of the friendly jammers. Fig. 12a
shows that this is not the case: not-jammed attack frames
are distributed uniformly over time. Specifically, we consider
the series of the sequence numbers of the attack traffic and
we find that increasing the number of jammers from 3 to
7 to 13 makes this distribution increasingly uniform. Such a
uniform distribution of not-jammed frames over time means
that no statistical knowledge can be obtained for the attacker
from observing past not-jammed attack frames, which makes
their exploitation hard. We formalize this observation by
considering the inter-miss distribution on the sequence number
space. If this distribution is close to the geometric distribution,
then jamming misses possess the memoryless property, i.e.,
are unpredictable even when an attacker is able to observe
the friendly jamming system over a long time. Indeed, the
quantile-quantile plots in Fig. 12b show that, qualitatively, the
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Figure 13. Packet loss of legitimate traffic subdivided by RSSI levels. (a)
The loss at monitor mclose is stable. (b) monitor mmedium observed an
increase in the packet loss for senders with medium RSSI, which we attribute
to a slight power amplification effect. (c) the packet loss of traffic from low
RSSI senders to mfar doubles with an increasing jammer count.

measured inter-miss distribution converges to the geometric
distribution for seven jammers. However, three active jammers
seem insufficient to enforce this property.

C. The Cost of Friendly Jamming
In this section, we investigate the side effects of friendly

jamming on legitimate traffic in the network. Recall that
legitimate frames have not been targeted by the frame-selective
jammers; instead, any adverse effect on legitimate traffic is
collateral – the cost of friendly jamming.

In order to assess this cost, we distinguish legitimate frames
from attack frames (and jamming signals) in our measurement
data. This required some attention because fragments resulting
from the attacker’s frames and the jammers’ frames could not
easily be distinguished from actual legitimate frames due to
high bit error levels. We used an automated procedure, which
we verified selectively down to the bit level of individual
frames: we first discovered valid legitimate transmitter MAC
addresses, and then matched frames with bit errors to the
legitimate stations using the smallest Hamming distance.

Loss of Legitimate Traffic and Power Amplification.
Friendly jamming can negatively affect legitimate traffic as
suggested by the power amplification phenomenon discussed
in Section III. This, however, happens only for certain con-
stellations of a legitimate station to the attacker and to the
jammers. We quantify this effect by exploiting the fact that our
monitors mclose, mmiddle, and mfar cover a large observation
area, 85m in length (cf. the map in Fig. 10). For each of the
monitors, we categorize the observed senders into three classes
based on the received signal strength: low RSSI (< −65dB),
medium RSSI (−65dB < RSSI < −55dB), and high RSSI
(> −55dB). The packet loss for each sender in these classes is
measured with the monitor as a receiver, based on each frame’s
checksum. Fig. 13 reveals that the packet loss increases with
the number of jammers only for two classes (and is stable for
the other classes). The most badly affected class is the traffic
with low RSSI as observed by mfar (Fig. 13c): the packet
loss doubles from 20.2% to 40.4%. The low-RSSI senders are
located at positions to the right on the floor (Fig. 10), where
they do not receive the attack messages but may suffer interfer-
ence from the jammers in the center (i.e. the setting described
in Fig. 3b). Accordingly, we attribute the observed increase of
packet loss to the power amplification phenomenon, for which
the likelihood increases with an increasing number of active
jammers. The second affected class are mmiddle’s medium-
RSSI senders (Fig. 13b): the packet loss increases from 13.7%
to 22.6%. We also explain this observation with the jammer’s
power amplification; however, the effect is less pronounced
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Figure 14. (a) The RSSI (at mclose) surges when enabling the first jammer,
indicating an increased noise level. (b) The adapter rate of background traffic
becomes more volatile as soon as the jammers are enabled – indicating higher
activity of the rate selection algorithm. (c)The mean number of (re)association
requests becomes more volatile but remains approximately stable.

than before since there are fewer candidate jammers. It is also
interesting to note that the low-RSSI senders at mmiddle are
not similarly affected by this phenomenon – we attribute this to
erratic propagation effects of the indoor topology (cf. Fig. 10);
for example, there is a fire door to the left of this monitor that
significantly alters signal propagation paths.

Summing up, we found that friendly jamming can sub-
stantially impair the channel of legitimate transmissions due
to the power amplification effect. Future studies of friendly
jamming should thus seriously consider a cost perspective
besides traditional metrics of performance and security.

Interaction with Rate Adaptation. The packet loss of
stations, which are not affected by the power amplification
effect, does generally not depend on the number of active
jammers. Some configurations (cf. Fig. 13) seem to have a
slight impact; but we attribute this to increased variability
when more jammers are active. This increased variability
becomes evidence when considering the RSSI recorded at the
close-by monitor: the RSSI increases significantly (Fig. 14a).
As the RSSI indicates an increased level of channel noise, rate
adaption algorithms can be expected to select a more robust
modulation. Indeed, Fig. 14b shows that the adapter rate shows
greater variance and tends towards more robust MCSs when
the jammers are enabled.

Effect on Associations. As a final aspect of the cost of
jamming, we consider the number of (re)associations requests
under different numbers of jammers. Fig. 14c presents the
change in this number with respect to the configurations
without jammers. While the close-by stations seem to be
affected by an increase of up to 40%, the farther-away sta-
tions exhibit approximately stable behavior. We also measured
(re)associations of individual stations, and find that the number
of significantly affected station is a small.

In summary, we again emphasize the trade-off between
jamming performance and the cost of jamming: enabling a
larger number of jammers is necessary to boost the hit ratio but
also increases the collateral damage to legitimate traffic. While
not unexpected, we obtained detailed quantitative statements
on the cost of jamming in a real-world 802.11 network. These
results were obtained under the assumption of random jammer
placement. However, a friendly jamming system might be able
to overcome this limitation as investigated next.

D. Jammer Collaboration Schemes
In this section, we show the potential of jammer collabora-

tion, by which we mean that jammers are selected according
to some deterministic rule instead of randomly as above. This
promises to improve the hit ratio while remaining marginally
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Figure 15. When the position of the attacker and the victim is not known a priori, random jammer selection (RND) with several candidate positions is the
only choice. However, a collaboration scheme can improve the jamming performance by selecting appropriate positions based on additional measurements:
the attacker’s position (ACL), the victim’s position (VCL), or the reception ratio of individual friendly jammers (RCD). These three collaboration schemes
lead to near-optimal improvements of the hit ratio (a) and reduce legitimate packet loss (due to the power-amplification effect) by 20-30% (b).

invasive, based on the previous section’s finding that the
jammer’s position is critical to both the performance and cost
of friendly jamming (cf. Fig. 15).

Our first scheme selects the jammer closest to the attacker
(e.g., realized by trilateration), which is denoted ACL. Our
second scheme selects the jammer closest to the victim, which
is denoted VCL. This can be possible, if the jamming system
can observe bidirectional communication attempts between the
attacker and its victim. Compared to ACL, we expect VCL to
improve the hit ratio because the friendly jammers would be
closer to the receiver contributing to an higher energy jamming
signal. Our third scheme is based on the idea to select jammers
based on their reception quality. Specifically, the scheme RCL
selects jammers that received the highest number of attack
frames. While this heuristic only considers the channel from
the attacker to the jammer, one may speculate that it also
corresponds to better jamming positions in general.

We compare our schemes to random jammer selection
(RND) and to the optimal configuration (OPT), which is
found by an exhaustive search through all possible jammer
selections for each repetition of the experiment. We use two
metrics to compare the schemes: the hit ratio for the attack
traffic (Fig. 15a) and the packet loss of legitimate traffic
(Fig. 15b). We normalize the packet loss with regard to the
RND scheme to show how our schemes improve upon the
power amplification effect. Specifically, the legitimate packet
loss is measured as the normalized packet loss where normal-
ization is done to the RND configuration that yields the same
hit ratio4. The simple ACL scheme significantly increases the
jamming performance and reduces the legitimate packet loss
(power amplification effect). We attribute this improvement to
the proximity of the receiver and the sender and to the fact
that far-away jammers are efficiently excluded. The extension,
the VCL scheme, yields a slightly better hit ratio than ACL
and can reduce the packet loss even further. However, we
remark that this scheme is less practical than ACL. The
third practical scheme RCL can outperform VCL slightly, but
with overlapping confidence intervals. While all collaboration
schemes improve significantly over random jammer selection,
there remains room for improvement as the hit ratios are
2.5− 4% below the OPT case.

We also studied the schemes for seven jammers. In that
case, the mean hit ratios are closer together: 98.95% for ACL,
99.41% for VCL, 99.62% for RCL, and 99.95% for OPT.

4Normalized packet loss of scheme x with hit ratio p: (packet loss of x) /
(packet loss of RND with that number of jammers that yield a p hit ratio)
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Figure 16. (a) The traffic source and nine friendly jammers were located
in a similar layout as in the previous experiment (cf. Fig. 10). (b) The
frequency band has only a small impact on the jamming performance; the
main difference can be seen in the packet loss without jamming due to reduced
interference on the 5 GHz band. Also note that the new chipsets used here
yield a higher hit ratio for our friendly jammers (cf. Fig. 11b).

VII. RESULTS: IEEE 802.11N NETWORK

In this section, we extend our measurement scope to more
broadly account for the Wi-Fi feature set occurring in practice.
Specifically, we target the new features introduced with the
IEEE 802.11n standard (e.g., spatial substreams), the impact of
different receiver types, and measurements on 5 GHz channels.

All receivers were equipped with two antennas. We tested
various different antenna types (including those specifically
built for the respective frequency bands), and selected a type
of dual-band standard-dipole antennas that showed the best
overall performance for 2.4 GHz (channel 11) and 5.2 GHz
(channel 44). To simplify the comparison to the previous IEEE
802.11bg setup, we deployed the new hardware on the same
floor and on similar positions as before, cf. Fig. 16a. Unless
noted otherwise, all measurements are due to the monitor
mbcm (Fig. 16a) which uses the same hardware configuration
as the friendly jammers.

Role of Chipset Implementation and Frequency Band.
Fig. 16b shows the hit ratio for the new friendly jammer
implementation. In comparison to previous results, the hit
ratio increases much faster with the number of jammers.
The hit ratio curve flattens out for about six jammers. We
attribute this to a measurably improved reception ratio of the
more modern chipset used in the jammers. This results in
fewer missed jamming opportunities by individual friendly
jammers and thus increases the hit ratio at lower jammer
counts. Another important factor is that for the 5 GHz band the
IEEE 802.11an standard restricts the attacker’s transmissions
to OFDM modulations, which previously turned out to be
more susceptible to jamming. To ensure comparable results,
we also enforced the same restriction on the 2.4 GHz results
reported in Fig. 16b. Overall, a significant difference in hit
ratio between the two frequency bands only appears without
jammers, for which the 2.4 GHz has a higher packet loss, and
for 1−2 jammers, for which the hit ratio increases less steeply
compared to the 5 GHz results. We attribute this difference
mainly to a generally reduced interference on the 5 GHz
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Figure 17. (a) In our setup, jammers and attackers are 2x2 systems, which
can be either configured to exploit antenna diversity and one IEEE 802.11n
spatial stream (top), or in a multiplexing configuration with two IEEE 802.11n
spatial streams (bottom). (b)-(c) The box plots show that for two types of
receivers (mbcm and math respectively) both one (top) and two (bottom)
spatial streams are jammed successfully.

band (increased channel spacing and fewer active stations).
We conclude that the hit ratio analysis of the previous sec-
tion essentially holds for all the IEEE 802.11abgn frequency
bands. Nevertheless, comparing the previous friendly jammer
implementation’s results from Fig. 11b on 2.4 GHz to the
new results in Fig. 16b reveals that specific wireless chipset
technologies can have some impact.

Spatial Multiplexing and Receiver Type. The IEEE
802.11n standard exploits MIMO antenna systems to provide
independent spatial paths between the transmitter and receiver
so that different streams of information can be sent in parallel
along these spatial paths (roughly speaking, for an introduction
see [13]). In contrast, IEEE 802.11abg exploits only the
antennas’ diversity, e.g., selecting the better one from a pair
of antennas (cf. Fig. 17a).

We are interested in whether an attacker’s transmission
using the 11n spatial multiplexing feature is more or less
susceptible to interference from our friendly jammers. Fig. 17b
shows a bar plot of the hit ratio for 0, 3, 6, or 9 jammers
with and without 11n spatial multiplexing. For “receiver 1”
(identical to the friendly jammer’s chipsets) there are only
minor differences in the hit ratio behavior. The packet loss
(without jammers) for the two spatial streams configuration is
slightly higher, and the hit ratio for 3 jammers is slightly lower.
This can be explained by a marginally decreased reception
ratio of both the receiver and the friendly jammers.

We also show results for a second receiver in Fig. 17c. This
receiver is based on an Atheros AR5418 chipset and is denoted
as math (close to the first receiver in the map, Fig. 16a). The
hit ratio of this receiver for 3 jammers is somewhat lower, but
comparable for 6 and 9 jammers. Interestingly, the packet loss
(0 jammers) is higher for one spatial stream compared to two
spatial streams. However, the hit ratio with activated jammers
is similar for both receiver configurations.

The Power Amplification Effect. We revisit the phe-
nomenon that was found in our measurements and which
leads to increasing costs when more jammers are enabled.
Section VI-C established that this effect actually happens in a
real-world network. However, this was demonstrated indirectly
using RSSI to differentiate different stations’ positions. In this
experiment, we now moved two stations until we found a
position, which experienced a significant power amplification
phenomenon (cf. Fig. 18a). In fact, we were easily able to
find such a constellation in our environment, as predicted by
Fig. 3b. By taking measurements directly from these stations,

friendly
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(a) 

jammers
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Figure 18. (a) Example position of two legitimate stations that endure a
severe power amplification effect when the right station communicates to the
left one. (b) The corresponding decrease in throughput. (c) The corresponding
increase in packet loss.

we find that the throughput significantly decreases from over
60Mb/s to around 40Mb/s (Fig. 18b) and that the packet
loss increases from below 30% to around 45% (Fig. 18c).
This finding confirms the power amplification phenomenon
and also shows an almost linear increase in the cost on
legitimate transmissions when the number of friendly jammers
is increased (cf. Fig. 13).

VIII. CONCLUSION

System proposals for friendly jamming applications have
received substantial research interest in recent years. This
work seeks to bridge the gap from small and static test bed
evaluation to a more realistic scenario by investigating friendly
jamming at work in a real-word 802.11 network over a three-
weeks period. We find three main insights: 1) a rather high
number of jammers is required to achieve a high hit ratio
for different modulation schemes, 2) the identification and
quantification of the power amplification phenomenon which
represents a shadow cost of friendly jamming, and 3) the
effectiveness of potential jammer collaboration schemes in
achieving a good trade-off between jamming performance and
cost. We extended our analysis to measurements on 5GHz and
IEEE 802.11n and found that the key insight of a trade-off
between jamming effectiveness and invasiveness carry over.

Besides the rather black-box oriented measurement results
on friendly jamming, we also used simulations of the reception
process of superimposed signals to investigate the question
why perfect jamming is not always feasible. The analysis for
DSSS revealed a strong dependence of the jamming success
on the chip alignment between attack frame and jam frame(s).
This insight opens up another interesting opportunity for future
research: can friendly jammers boost their hit ratios by sending
jam signals that are synchronized with the attack signal?
Another interesting direction would be to quantify the effect if
the friendly jammers could control the carrier frequency offset
between their jamming signals and the attack frame.
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