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Abstract

Providing Quality of Service (QoS) to inelastic data transmissions in a cost-efficient, highly sca

and realistic fashion in IP networks remains a challenging research issue. In [14], a new approa

a basic, domain-oriented,reactive QoS systembased on so-calledLoad Control Gatewayshas been

proposed and experimentally evaluated. These load control gateways base their load/admissi

trol decisions on observations of simple, binary marking algorithms executed at internal nodes,

allows the gateways to infer knowledge about the load on each path to peer load control gate

The original load control system proposal utilizes rather simple, conservative admission contr

cision criteria. In this paper, we focus on methods to improve theadmission controldecision by using

probability theoretical insights in order to better estimate the load situation of a bottleneck on a

path. This is achieved by making assumptions on the probability distribution of the load state

nodes and analyzing the effect on the path marking probability. We show that even with bene

assumptions the exact calculation is mathematically intractable for a larger number of internal

and develop a heuristic in the form of a Monte Carlo based algorithm. To illustrate the overall be

of our approach we give a number of numerical examples which provide a quantitative feelin

how the admission control decision can be improved. Overall, we believe the result of this pa

be an important enhancement of the admission control part of the original load control system

allows to make better usage of resources while at the same time controlling statistically the g

tees provided to inelastic transmissions.

Keywords: admission control, reactive resource allocation, ECN.
1 This work is partly funded by the German Research Network Society in the context of the LETSQoS project.
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1 Introduction

1.1 Motivation

The quest to enhance the Internet to offer more sophisticated services than best effort for mo

manding applications, mainly in the area of multimedia, continues. Quality of Service (QoS) i

Internet has become a chase to find the right mixture of complexity and functionality. Function

here means some kind of predictability on the behaviour of the data traffic. Extreme examples

area of conflict are best effort service, which has hardly any complexity and functionality, and G

anteed Service [22], which achieves per flow predictability at the cost of a high state complexity.

of the key components of a QoS system are the admission control and the packet forwarding m

nism. The latter is responsible for enabling service differentiation while the admission control

evitable if absolute guarantees are to be made.

One road to admission control is the knowledge of the load of each node in the domain. But wh

number of nodes rises obtaining this exactly becomes a rather complex procedure. However, to

knowledge on the load of a path is possible with significantly less complexity. How this informa

can be obtained within a domain is shown in [14], where a new approach for a basic, domain-ori

reactive QoS systembased on so-calledLoad Control Gatewayshas been proposed and experime

tally evaluated. In order to avoid scalability problems, the internal nodes (core routers) have

kept simple. Therefore, the intelligence, i.e., the admission control decision, is pushed to the

gateway. These load control gateways base their load/admission control decisions on observa

simple, binary marking algorithms executed at internal nodes, which allows the gateways to

knowledge about the load on each path to peer load control gateways. The original load contr

tem proposal utilizes rather simple, conservative admission control decision criteria. That is th

sumption of the worst-case, i.e., that all marking actions stem from one node. As we will show

this is reasonable when the number of nodes is small, but becomes way to conservative wh

number of nodes increases. We propose a method to improve theadmission controldecision by using

probability theoretical insights in order to better estimate the load situation of a bottleneck on a

path.

1.2 System Model

In Figure 1, a model network is depicted. The edge gateways, internal nodes and traffic flows a

noted by Ei, Ii and Ti, respectively. A traffic flow enters the network at an ingress gateway, trave

several internal nodes, and leaves through an egress gateway. Every gateway can act as an in
3
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egress gateway; this solely depends upon the direction of the traffic. The internal nodes use

FIFO queueing and are ECN capable [20]. In contrast to using a queue-based marking sche

e.g., RED, they mark packets according to their load (Load Based Marking [21]]. Let

the load of nodei. The mapping of load to ECN marks is determined by the marking funct

. An example is a linear marking function without offset, i.e., a node with loads marks a

packet with probability . This is depicted in Figure 1.

In other words, if a node is loaded with, e.g., 0.7, it marks 70 % of all its packets. Even thoug

marking function can be different in each node, we assume all marking functions to be linear.

For most of the paper, we assume every node to have a linear marking function without offset. A

target is to ensure QoS within one domain, we can assume full control over every router and the

can choose the marking function.

1.3 Related Work

To our knowledge there exists no work on this particular problem, i.e., estimating the bottleneck

from the knowledge of the path load. However, there obviously exists a vast amount of work on

viding performance assurances to network traffic. Here we only give a brief overview on work th

fundamental for our research. A more thorough discussion and its relevance to Load Control

ways is given in [14]. The related work can be classified into the following categories: Flow co

Figure 1: Topological system view
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and active queue management (AQM), measurement-based admission control, distributed fl

mission control and edge-base admission control.

Flow control and active queue management (AQM):The current control paradigm of the Interne

is composed of flow control elements at end systems and active queue management schemes

ers. The goal of this distributed resource allocation system is to share available resources effi

and fairly. The current flow control concept is dominated by TCP’s congestion control algorithms

its different flavours [1]. AQM is the notion of how to make decisions on discarding or mark

which packets under which conditions. The most prominent example of an AQM scheme is Ra

Early Discard (RED) [7], which uses an exponential weighted moving average of the queue siz

a piecewise-linear probability function over this average queue size to determine the discard

marking probability for a packet. Most AQM schemes base their decisions on a queue thre

which needs to be exceeded for packets to be discarded or marked (often randomly). The only

scheme known to us which provides direct load-based feedback is Load-Based Marking (LBM

by calculating marking probabilities from the measured link load. A drawback of LBM, howeve

that it is theoretically restricted to a single resource. All schemes use feedback and reaction

main mechanism to fairly distribute resources in transient times of overload. Note that all of

schemes assume elastic traffic (with concave utility curves) such that no a-priori flow admission

trol is required. The other way round, there also is no way of carrying out reliable admission co

as it would be desirable for inelastic traffic. In contrast, our work while similar to the above rese

focuses on admission control for inelastic traffic, which is an inherently different problem. Neve

less, the admission control system described here is based on the same or very similar AQM m

nisms, which is considered an advantage over QoS systems requiring a completely different

mechanisms.

Measurement-based admission control:In general, admission control schemes can be dist

guished by how the admission decision is made:

• based on worst-case assumptions and resulting in deterministic guarantees,

• based on statistically relaxed assumptions and resulting in statistically controlled guarantee

• based on statistical measurements of flow behaviour and resulting in empirical guarantees

The last approach is the one most related to our work and is commonly called measurement-ba

mission control. There has been a large amount of research on measurement-based admission

schemes. Different measurement-based admission control algorithms are ([5], [8], [10], [12]).
5
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an extensive comparison of measurement-based admission control schemes results in the co

that all schemes perform fairly similar with respect to the utilization they yield.

While our work is similar to measurement-based admission control by taking into account pas

tem behaviour, the admission decision here is based on indirect observations rather than direc

urements. Furthermore, in contrast to traditional approaches for measurement-based adm

control, it is not a local decision for a single link but an admission decision for a whole path thro

a subnet including multiplexing with other paths and corresponding cross traffic effects – a

harder problem.

Distributed flow admission control: A further criterion to distinguish different admission contro

schemes is given by the location where the admission control decision is made: at each forw

node, at edge nodes between domains, at a centralized server, or at the endpoints of commun

Traditionally, admission control is performed at each node and only if all nodes accept a reques

granted by the network. More recent admission control schemes do not require to involve all

on a path. Distributed flow admission control algorithms are given in ([2], [4], [6], [11],[13], [1

[18], [16], [17], [19]).

Edge-based admission control:Our architectural choice is for edge-based admission control,

we assume independent domains providing QoS for elastic and in particular inelastic traffic flow

using admission control gateways located at the edges of these domains. We are not the first to

this architectural paradigm, yet the different proposals (including ours) differ very much in thei

tails and in the way they are analysed, whether being based on theoretical, experimental or ju

ceptual considerations. Examples are [9] and [23].

1.4 Outline

This paper is organized as follows. In section 2 we introduce our method. Then, in section 3, w

alytically discuss a network with two nodes. In section 4 we show that theN node case is mathemat

ically not tractable. We then develop a Monte Carlo Algorithm to analyze more nodes and pr

numerical examples in section 5. Finally, we conclude and point out future work.

2 On the Relationship between Bottleneck Node Load and Path Marking Probability

The egress gateway knows the number of hops from each connected ingress gateway. Furthe

easily determine the number of packets arriving marked, from which the path marking proba

which is denoted byl, can be estimated. All this information is sent to the ingress gateway in so-ca

load report, where the admission control takes place. For details on how a suitable protocol co
6
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designed to transfer this information from egress to ingress see [14]. There it is also shown th

implementation allows for independent markings, which is crucial for the following equation. Th

lationship between the path marking probabilityl and the single node marking probabilityui on a path

consisting ofN nodes is given by

(1)

The objective of our work presented in this paper is to make a statistical statement onsi, whenl is giv-

en. More precisely, we want to calculate the probability

(2)

wherel1, l2 are the lower and upper bound of the interval, respectively, for the measuredl. I.e., we

look for the probability, that one node has exceeded a certain load threshold under the conditio

l was measured within a given interval. The reason for using an interval is that the measuremel

is subject to a statistical uncertainty. The exact size of the interval is controlled by the confidenc

the measurement but shall not further be discussed here. Since the can be obtained from

verting the marking function, it is sufficient to calculate,

. (3)

When the linear marking function without offset is used, Eqs. (2) and (3) are equivalent.

3 The Two Node Case

Consider the excerpt of a network shown in Figure 3. E1, E2 denote the load control/edge gateway

and I1, I2 internal nodes. Let a flow exist between E1 and E2 via I1 and I2. Additionally, I1 and I2 are

loaded by arbitrary cross-traffic, which is indicated by the dashed line.

With  Eq. (1) yields

(4)

l 1 1 uj–( )
j 1=
N∏–=

P i∃ si, st>( ) l1 l l 2< <( ){ }

si ui

P X( ) P i∃ ui, ut>( ) l1 l l 2< <( ){ }=

Figure 3: Two node excerpt

u1 u2

E2E1 I1 I2

N 2=

l 1 1 u– 1( ) 1 u– 2( )– u1 u2 u1u2–+= =
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Rearranged andu1, u2 replaced byy, x for simpler notation and clearer appearance, Eq. (4) becom

(5)

which is plotted in Figure 4 a).

The lower and upper curve denotes and , respectively.A2 denotes the area enclose

by the two curves. The numerical subscript 2 indicates that we are dealing with two nodes.A2,u is the

area enclosed by the two curves above the desired thresholdut. A2,dis the area between the two curve

with the constraint that and . Complementary,A2,n is the area between the two curve

with the constraint that and . The point of intersection is denoted by .

assume the load states of the single nodes to be uniformly distributed.This might be considered

troversial assumption, however we believe it can be enforced by choosing an appropriate top

y l x,( ) 1 1 l–
1 x–
-----------– l x–

1 x–
-----------= =

Figure 4: The two node case
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and routing mechanism. It is the best assumption if there is no further knowledge of the topology

en that the network is designed such that no a priori bottlenecks or hot spots are intentionally c

The probability that one node is loaded beyondut under the condition thatl is in the specified interval

is then given by

. (6)

The probability  from Eq. (3) can therefore be given directly by

, (7)

or, by the complement,

(8)

Which one is better suitable for computation depends on whereQ lies with respect to the curves

and . Before we traverse the different cases we give the equations for each area

tioned in Eqs. (7) and (8).

The denominator always is

. (9)

which can be given in a closed form as

(10)

For  (any other assumption would only be of theoretical nature)

(11)

where

This can also be given in closed form, which is

(12)

P u1 ut>( ) l1 l l 2< <( ){ }
A2 u,

A2
----------=

P X( )

P X( )2 P i∃ ui, ut>( ) l l l l u< <( ){ }
2A2 u, A2 d,–

A2
-----------------------------= =

P X( )2 1
A2 n,

A2
----------–=

y l1 x,( ) y l2 x,( )

A2 l1 l2,( )
l2 x–
1 x–
------------ xd

0

l2

∫ l1 x–
1 x–
------------ xd

0

l1

∫–=

A2 l1 l2,( ) 1 l2–( )ln 1 l2–( ) 1 l1–( )ln 1 l1–( )– l2 l1–( )+=

ut l1<

A2 u, l1 l2 ut, ,( ) xd yd

y1

y2

∫
x1

x2

∫= , where

x1 0= ; x2

l2 ut–
1 ut–
--------------= ; y1 max ut

l1 x–
1 x–
------------, 

 = ; y2

l2 x–
1 x–
------------=

A2 u, l1 l2 ut, ,( ) 1 l2–( )ln
1 l2–
1 ut–
------------- 

  1 l1–( )ln
1 l– 1

1 ut–
------------- 

 – l2 l1–( )+=
9
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A2,dandA2,nare given by, respectively,

(13)

where

and

(14)

where

Due to the min and max operator,A2,uandA2,dgenerally can not be given in closed form and the

calculation becomes intractable. For the two node case it certainly is possible, but since our go

analyze networks for much larger path lengths, say on the order of 10 internal nodes, the com

is not acceptable. However, as indicated above, carefully selecting between Eqs. (7) and (8) f

ferent cases makes the computation tractable (for the two-node case). First we consider the

case whereQ lies below , i.e.,

.

Then  and Eq. (8) yields

. (15)

The superscript denotes the case number. Next we consider the case whereQ lies between

and , i.e.,

f x( ) xd
a

b

∫ 0=

a b>

A2 d, l1 l2 ut, ,( ) xd yd

y1

y2

∫
x1

x2

∫=

x1 ut= ; x2

l2 ut–
1 ut–
--------------= ; y1 max ut

l1 x–
1 x–
------------, 

  ; y2

l2 x–
1 x–
------------==

A2 n, l1 l2 ut, ,( ) xd yd

y1

y2

∫
x1

x2

∫=

x1

l1 ut–
1 ut–
--------------= ; x2 ut= ; y1

l1 x–
1 x–
------------= ; y2 min ut

l2 x–
1 x–
------------, 

 =

y l1 x,( )

ut 1
1 l1–
1 u– t
-------------–<

A2 n, 0=

PI X( )2 1=

y l1 x,( )

y l2 x,( )

1
1 l1–
1 u– t
-------------– ut 1

1 l2–
1 u– t
-------------–< <
10



nsity

d, i.e.,

e,

ns of

. Anal-
This is the case depicted in Figure 4 a).

Here also Eq. (8) is best suited as the min-operator drops out and Eqs. (14) yields

. (16)

Therefore,

(17)

The last case is whereQ lies above , i.e.,

This case is depicted in Figure 4 b).

Here Eq. (7) is viable, as .

(18)

If the load state of the single nodes is not uniformly distributed, but given by a general de

function then instead of areas, volumes under the density function have to be calculate

all integrals in the form

become

4 TheN Node Case

As the analysis of the two node case already indicates, theN node case becomes quickly intractabl

even if uniform distribution of the load states is assumed. In this section we discuss the limitatio

the analytical computation and then point out a heuristic. We first consider the three node case

ogous to the two node case, the marking probability is given by

A2 n, l1 l2 ut, ,( ) 1 ut–( )2 1 l1–( ) 1 ln
1 ut–( )2

1 l1–
-------------------- 

 +–=

PII X( )2 1
1 ut–( )2 1 l1–( ) 1 ln

1 ut–( )2

1 l1–
-------------------- 

 +–

1 l2–( )ln 1 l2–( ) 1 l1–( )ln 1 l1–( )– l2 l1–( )+
----------------------------------------------------------------------------------------------------------------–=

y l2 x,( )

ut 1
1 l2–
1 u– t
-------------–>

A2 d, 0=

PIII X( )2 2

1 l2–( )ln
1 l2–
1 ut–
------------- 

  1 l1–( )ln
1 l– 1

1 ut–
------------- 

 – l2 l1–( )+

1 l2–( )ln 1 l2–( ) 1 l1–( )ln 1 l1–( )– l2 l1–( )+
-------------------------------------------------------------------------------------------------------------------

 
 
 
 
 

=

f x x( )

A xd yd

y1

y2

∫
x1

x2

∫=

A f x y, x y,( ) xd yd

y1

y2

∫
x1

x2

∫=
11



(19)

which by rearranging yields

A plot of Eq. (19) with  is shown in Figure 5.

A3 is then, analogous to Eq. (9)

, (20)

where

and

For theN node case, the marking probability is according to Eq. (1)

Solving foruN yields

(21)

l 1 1 u1–( ) 1 u2–( ) 1 u3–( )–=

u3 l u1 u2, ,( ) 1 1 l–
1 u1–( ) 1 u2–( )

--------------------------------------–=

l 0.8=

Figure 5: The 3 node case

u3

u1

u2

A3 l1 l2,( ) u1d u2d

z1

z2

∫ u3d

y1

y2

∫
x1

x2

∫ u1d u2d

z3

z4

∫ u3d

y3

y4

∫
x3

x4

∫–=

x1 y1 z1 0= = = ;

x2 l2= ; y2 1
1 l2–
1 u1–
--------------–= ; z2 1

1 l2–
1 u1–( ) 1 u2–( )

--------------------------------------–=

x3 y3 z3 0= = = ;

x4 l1= ; y4 1
1 l1–
1 u1–
--------------–= ; z4 1

1 l1–
1 u1–( ) 1 u2–( )

--------------------------------------–=

l 1 1 uj–( )
j 1=
N∏–=

uN l u1 u2 ... uN 1–, , , ,( ) 1 1 l–

1 uj–( )
j 1=
N 1–∏

----------------------------------–=
12
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Following the pattern of Eq (20), we find that calculating Eq (3) for theN node case requires to solv

an integral in the form

(22)

To our knowledge this is analytically impossible. Arbitrary probability density functions certainly

not make it easier. Therefore, we continue with a heuristic in form of a Monte Carlo based algor

which has no problem of accommodating whatever kind of density function on the load states

ternal nodes. The flow chart of our algorithm is shown in Figure 6.

At first, a vector ofN random numbers is created. Each number represents the marking probabi

a node. E.g., for the linear marking function without offset, each number is uniformly distributed

tween 0 and 1. Thenl, i.e., the marking probability of a packet that takes a path with the loads acc

ing to the random vector, is calculated with Eq. (1). Ifl is outside the interval a new random

vector is created. If the condition holds then it is checked whether at least one of the nodes is

beyond the desired threshold. In the variablecondthe number of events in which the condition hold

AN l( ) ... u1d u2d

0

gN

∫ ... uN , wheregi 1 1 l–

1 uj–( )
j 1=
i∏

---------------------------------–=d

0

g2

∫
0

g1

∫=

Figure 6: Monte Carlo algorithm flow chart

create random vector of size N

calculate l

l1 l l 2< <false

true

i∃ ui, ut>

incrementcond incrementcond
incrementhits

truefalse

l1 l2,[ ]
13
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is counted, while the variablehits takes account of the number of events in which the threshold is

ceeded.

Our Monte Carlo algorithm can be verified by comparing it to the analytical results of the two n

case in section 3. The difference between the analytical and Monte Carlo result for the proba

from Eq. (3) was less 0.02 for various settings and repetitions where each experiment w

with  iterations.

Of course this algorithm has a complexity which makes real-time calculations in load control

ways impossible. But they are not necessary, as it is possible to a priori compute a compreh

look-up table. This look-up table has three dimensions: The number of nodes on the path, the in

of the measured path marking probability, as well as the desired bottleneck node load.

5 Numerical Examples

In this section, we give results obtained with the Monte Carlo algorithm. As motivated before, w

sume uniform distribution of load states throughout this section. Note that it is not necessary f

distribution of load states to be exactly uniform, but the actual distribution has to be such that it c

less conservative admission control decisions than the uniform distribution. First we use the

marking function without offset. We considered the cases with 2 through 7 nodes and ran

erations each. This should cover the space of possibilities sufficiently, which is for 7 node

a discretization of 0.01. As it can be seen in the algorithm, only the number of iterations in whic

condition holds, as well as the number of hits is statistically relevant. These numbers decline q

as the number of nodes rises. E.g., when , the condition holds 4094 times and o

those 2 times . Therefore, whether iterations are sufficient to obtain statistic

sound results is subject to future work. Nevertheless the tendencies when tuning the parame

clearly visible.

In Figures 7, 8 and 9 vs. the number of nodes is plotted. The threshold is increased in

of 0.5. The ranges of and are chosen according to the desired utilization network prov

target.

Comparing these results with the original method from [14], we find a significant improvemen

E.g., when the targeted path marking probability is 0.95 (Figure 9), the probability that the bottle

is loaded 0.85 is less than 0.1. This means that, unlike in the original method, a considerable a

of additional traffic can be admitted safely.

In Figure 10, we show howP(X) behaves ifN is held constant andut is varied.

P X( )

5 105×

5 105×

109

0.89 l 0.91< <

ut 0.85> 5 105×

P X( ) ut

ut l1 l2,[ ]
14



Finally, we show in Figure 11 an example with a different marking function. We use now

. (23)

Note that the loads of the nodes remain uniformly distributed.

Figure 7:  Bottleneck estimate -l approx. 0.8
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Figure 8: Bottleneck estimate - l approx. 0.9

Figure 9: Bottleneck estimate - l approx. 0.95
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The constantk we arbitrary set to 5. Using such a marking function yields better results when

number of nodes increases and the intervals get closer to 1.

This implies that the appropriate marking function depends on the number nodes and the in

This is subject to further research.

6 Conclusion

We have devised a method to estimate the load of the bottleneck node in a domain guarded b

control gateways. Based on the knowledge of the path marking probability efficient admission

trol decisions for inelastic traffic streams can be achieved. We showed that the exact calcula

mathematically intractable and thus developed a Monte Carlo based algorithm to solve the pro

By numerical examples we have shown it to constitute a significant improvement of the origina

mission control method.

There are several pointers for future work. The assumption on the probability distribution of

states to be uniform, has to be further verified. This could be done experimentally. Of course, i

Figure 10: Bottleneck estimate - P(X) vs. ut
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Figure 11: Bottleneck estimate - l approx. 0.975
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also be the case that such investigations yield other probability distribution functions. Further

some statistical issues remain open, such as the appropriate size of the interval and the good

the Monte Carlo algorithm. Also marking functions are an interesting area of further research. A

teresting observation is that the appropriate marking function seems to depend on the num

nodes and the interval.

To attempt to utilize the sequence of the marked packets, i.e., treat an 101010 sequence, whe

1 denote an unmarked and marked packet, respectively, differently than a 111000 sequence, i

shot. Last but not least, the performance of the method is to be verified in an actual implemen
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